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Abstract

Elliptic curve cryptography (ECC) is an alternatieetraditional public key cryptographic systemseE though, RSA (Rive-
ShamirAdleman) was the most prominent cryptographic sehdtris being replaced by ECC in many systemss Thiue tc
the fact that ECC gives higher security with shobi¢ length than RSA. In Elliptic curve based aitfams elligtic curve point
multiplication is the most computationally intensieperation. Therefore implementing point multigtion using hardwar
makes ECC more attractive for high performanceeserand small devices. This paper gives the scbpontgomery lidder
computationally. Montgomery ladder algorithm iseetive in computation of Elliptic Curve Point Muydlication (ECPM) whet
compared to Elliptic Curve Digital Signature Algbrn (ECDSA). Compactness is achieved by reducinig gdaths by usin
multipliers and carryhain logic. Multiplier performs effectively in tes of area/time if the word size of multiplier &de. A
solution for Simple Power Analysis (SPA) attackaiso provided. In Montgomery modular inversion 38¥saving in
Montgomery mulfplication is achieved and a saving of 50% on thenlmer of gates required in implementation car
achieved.

Keywords.Elliptic Curve Cryptography, Elliptic curve pointuttiplication, Montgomery modular inversion, Signbwer
Analysis, Digital signature.

1. Introduction implementation.

Recent advances in telecommunications and com Adversary
networking have brought us into the era of eledgtranail. i

The widespread implementation and use of such mgsteill '
require secure means for validating and autheimigathe
electronic messages they change. Validation an -
authentication refer to the methods of certifyihg tontent: Y :
of a message and its originator, respectively. ckaare ;:‘Ifn"’f’ﬂ": 4-e YL
based on the information when faults are inducec P
cryptographic devices. Hence these risks can bigated ly o
employing strong cryptography to ensure autheritina Pamext
authorization, data confidentiality, and data inityg

Symmetric  cryptography, which is computation:
inexpensive, can be used to achieve some of theats.
However, it is inflexible with reggrt to key management as
requires pradistribution of keys. On the other hand, pul
key cryptography allows for flexible key managementt 2. Objective
requires a significant amount of computation. Hogre

Elliptic Curve Cryptosystems [2], [9] are becomiren The main objective of using elliptic curve cryptaghy is tc
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Fig.1 Encryption using publikey techniqu.

dternative to the traditional RSA systems [8], bis tsysten
offers similar security but for a smaller size. Fastance,
256hit ECC key size provides the same level of segastar
equivalent 3072it RSA key [10]. The various primitives
Elliptic Curve Cryptography are signature genera
signature verification, EC point multiplication, chdar
inversion, modular addition, modular subtractiord ahese
primitives are evaluated using level of securityndtionality,
methods of operation, perfoance, and ease
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overcome the critical computations of modular nplikation,
modular addition, modular subtraction, which redudbe
number of operations required and which in turruces the
total number ofjates and data paths required. If the data |
and gates required is reduced which in turn redtheesrea o
architecture. Montgomery algorithm is used for perfing
modular operations such as modular multiplicatialition,
subtraction and modulainversion. Montgomery ladd:
algorithm uses constant power consumption in petifoy
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modular operations, which is capable of reducingy@ gcd(r,m) = 1. M should be a prime number of a product of
power analysis attack. Using common data variatddsices prime number hence the condition gcd (r, M}
the data-paths and power consumptions approximeae32% condition is satisfied. Complexity of the Montgome

[7]. Cryptographic strength is as follows multiplication (MM) is much lower when compared tioe
regular modular multiplication. Montgomery multigdition
Table 1 is done by a series of point addition and pointhdiog, the

Equivalent Cryptographic Strength.

- simulation graph of point addition and point douabliis as
Symmetric >6 80 | 112 | 128 | 192 | 256 shown in the graph taken from reference [3].
RSA n 512 | 1024 | 2048 | 3072 | 7680 | 15360
ECCp 112 161 224 | 256 384 512 4. Algorithm
Key size ratio 5:1 6:1 9:1 12:1 20:1 30:1

ECDSA is a standardized algorithm for generatingd an

3. Montgomery Modular M uItipIication verifying digital signatures [4]. Figure 2 shows tbperation
hierarchy for ECDSA signature operations. The alti
3.1 Modular Multiplication computations in terms of area and speed in antiellqgurve

digital signature are an Elliptic Curve Point Mplication
The public key cryptosystem’s performance is prilpar (ECPM). For ease computation of Elliptic Curve Roin
determined by the efficiency of implementation oédular ~ Multiplication Montgomery ladder algorithm is useahother
exponentiation which is performed by modularbenefit of this algorithm is the fact that the whes for key-

multiplication. Modular multiplication is performedsing bit 0 and 1 are balanced.

two methods namely

lavel 1 ECDSA generation and verification
1. Multiply-then-reduce ' :
2. Interleaved multiplication and reduction. .eveu% [ EC polntmuliplcation ] hsh NG
3.1.1 Multiply-then-reduce i - N . .
level3 ‘ modularlnversmn| | EC pointaddition | | ECpointdoubling |
b —— 4 /“--...,_____i__:_-;-7

Method uses add-and-shift algorithm, booth’s aliponi [ \( ]
Barrett's a|g0rithm and so on. In the add-andtshif !eve!4; lmndu!e!mu!tip!icatir_\n“ modular addition J
algorithm the reduction step is implemented withcassive :

subtractions until the result is less than the riwglu In Fig. 2. Operation hierarchy of ECDSA signatureegation and verification.
booth’s algorithm the size of number of partial guwots

generated exceeds the size of the multiplier ogeraBo we Algorithm.1 shows that an ECPM can be performedgisivo

move to interleaved multiplication and reductiontiaeg. lower-level point operations, namely Elliptic Cunioint
Addition (ECPA) and Elliptic Curve Point DoublingCPD).
3.1.2 Interleaved Multiplication and Reduction nueth These two operations are implemented as reportét].icAn

ECPA and an ECPD can be formulated in one setrafitas
In this method Montgomery’s algorithm simplest nmetifor (ECPAPD).

calculations ‘the  modular multiplication is used. poqyire: point P, non-negative integer k = (1k;_s...k1kg)
Montgomery algorithm replaces the division by addinshift Ensure: Q = x(kP) - -
and modulate, which make the computer faster. lamery Q—P,S—2P
algorithm is well suited for hardware implementatsuch as for i = [ — 2 downto 0 do
PPGA or ASIC. if k; = 1 then

. ' _ z(Q) — z(Q + S), z(5) « 2(29)
Booth’'s method is slower in response because ¢tdsts else
GPGA usage, but it has no variations in response,thence #(8) — 2(Q+ S), (Q) — =(2Q)
Montgomery multiplication is used due to its vaoas on end if
response time. end for

Return z(Q)

3.2 Montgomery Multiplication Algorithm 1: Montgomery Ladder Algorithm

The Montgomery multiplicaton (MM) of twiategers 4-1 Backgroundsin ECC
X and Y with a parameter of n-bits precision proski@n

output variable Z=MM(X, Y) = XYF. mod M. Where r=3
and M is an integer given ad"? <M<2" such that the

An elliptic curve E over Zp is defined by equation
y2:x3+ab+b, where p is prime greater than 3, and & b C
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Zpand 4§+2+b3 not equal to 0 (mod p).
1. P+o = o+p = p for all p(Z p).
2. Let P=(%, y1), Q=(x2, y2) then >3 and y8 are obtained
from the equation
X3 :xz-xl-xz
y3= 1 (X1-X3)-y1
L ={y2-y1/x2-x2 if P notequalto Q,

3x2+a/2)a if Q equal to Q}
4.2 Hash function
Cryptographic hash functions play a fundamentak roi

modern cryptography. Hash functions take a mesaageput
and produce an output referred to dsmah codehash-result

hash-valugor simplyhash More precisely, a hash function h

maps bit strings of arbitrary finite length to sgs of fixed
length, say n bits. For a domain D and range R twitb— R
and mod D > mod R, the function is many-to-one. Bbhsic
idea of cryptographic hash functions is that a hasbe
serves as a compact representative image (sometafiesl
animprint, digital fingerprint or message digesbf an input
string, and can be used as if it were uniquelytifiable with
that string.
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Fig 3. Schematic of iterated hash function; (agtHievel view; (b) Detailed
view

5. Processor Architecture

Elliptic Curve Digital Signature Algorithm is basexh the
results of Modular Multiplication (MM), and Modular
Addition/Subtraction (MAS). Modular Multiplicationis
effectively implemented using Montgomery Ladder
Algorithm and Modular Addition Subtraction is calated
using consecutive addition and/or subtraction. pheposed
processor architecture is designed in such a wal ithcan
handle MMs and MASs, it is as shown in the Figure 4

Instruction

memory

Fig. 4 General Processor Architecture

In the proposed processor, the usual sequencedtouction
handling is followed. To provide the user with a @f
programs rather than a single program, the instnuct
memory is divided into multiple parts. With an @ffsgiven
through the communication unit, the user can sebldith
program shall be executed. The processor is debignaid
secure communication. The architecture of Montggmer
modular multiplication is as shown in the figure Bhe
multiplier architecture operation is mainly based the
input given to the control unit. If the input ofrdeol unit is
00, 01, 10, 11 multiplier operation is modula
multiplication, modular inversion, modular additi and
modular subtraction respectively [13].

T
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Fig 5. Montgomery modulanultiplier

In the proposed processor, the usual sequencadbuction
handling is followed. To provide the user with at s
programs rather than a single program, the instmct
memory is divided into multiple parts. With an @fsgiven
through the communication unit, the user can sebddth
program shall be executed. The processor is debignaid
secure communication.
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6. Memory Organization

The data’s are received word serially hence the ongmmust
be scanned for operand’s word, so RAM modules aeel W0
stored data’s. RAMs are loaded from the host sysiéth
the operand values. In order to make the systexibie
enough for several values of precision the memdgynents
are designed as a queue. The maximum length ofubee
(Qmax) depends on the maximum number of wordsrtieat
be stored in the memory (emax). Since the sizemefory

dl components is the major limiting factor for operamdcision,
s 4555 5 1o the memory space should be allocated previoushh wait
L provision of maximum number of words to be usedyistem.

— The memory spaced required by this approach is not

more than the conventional Montgomery modular (MM)

Tk algorithm need. Timing interface between nodes are
T theoretically not needed but practically it is negdnd it is

=t e S L as shown in the table 2, which is referred fronj[10

vs;

i1, j VC,

i1, j
Fig 6. Configuration of Modular Addition with 4Qarry save adder

A modular multiplication algorithm invented by7' Signal Power Analysis

Montgomery, computes the answer to a completelferint ] ) ] )

sum to the one we asked for. The good thing abbist tFor analyzing SPA [7] fault analysis technique sedi where
technique is that the decisions about what multipiethe the attacker checks the threshold condition to ¢eda fault
modulus to add depend only on the last digit of tesult, DYy changing the fault intensity. For example, wasider how

replaced by carry-save architecture which worksyweell and XOR. In Fig. 8, to describe this we supposase avhere
indeed here. input is determined first, and is determined later. For the

AND and OR gates, the output value could be detechi
regardless of the value of b. For instance, ig @, the output
of the AND gate becomes 0. If a is 1, the outputhef OR
gate is determined to be 1. In contrast, the outplite of the
XOR gate is determined only when both a abdare
determined. In order to avoid the trace of powersconed by
the processor AND and OR gates in the architeciare
replaced by XOR gates.
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9. Experimental Result
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Fig.7: Reconfigurable Data path [DeBs xhas AF%][SagH] 4 es M m-tunn
:!@.en.@;f afiint b 2.3 A : st P
The architecture of Montgomery modular multiplicatiis as
shown in the figure 7 . The multiplier archite@uwperation I
is mainly based on the input given to the contmait.uf the
input of control unit is 00, 01, 10, 11 multplieperation is
modular multiplication, modular inversion, modulzadition
and modular subtraction respectively [12]. The apen of
modular inversion is as shown in the flowchart hefe are
two types of modular inversion they are classicaldoiar
inversion and Montgomery modular inversion, sincc
Montgomery modular inversion is more effective @iemn it
is used in the proposed architecture.

Fig 8. Simulation Result of Montgomery Multiplier
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e Subtraction. Use of Montgomery algorithm madastant
SHS LERMRILEFY m GGRE S Lo u# power consumption in the modular operations andcéen
- = T 1 = message transferred using method is not duplichyecny
other person. The use of Carry save adder reduced
number of required gates to about 50&8d 30%

of architecture size is reduced.

ein H
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